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A Scalable Video-On-Demand System Using
Multi-Batch Buffering Techniques
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Abstract—A Video-on-Demand (VOD) system delivers videos on vices [20]-[22]. Most of the commercial VoD systems, such as
d_emand over ar_1 insFaIIed network._Due_ to the large s_i;e of digitized []_], use a unicast networking approach which makes them very
videos, expensive video servers with high /O capability are needed g1y 1 addition, they are not scalable because in these sys-
in order to provide VoD services in metropolitan areas. In addition, .
there is a great need for efficient networking distribution/interac- tems a video stream (VS) can only ;erve one customer. As a
tion schemes so that the video servers can serve as many clients a§esult, the per-user cost of these unicast VoD systems can be
possible. In particular, because of scalability problems, the classical higher than that of video rental shops [13], [17], [18]. The cur-
unicast VoD system is not suitable for large-scale deployments. In rent research focus on VoD systems is on how to lower their cost
fjhelzfr?tfg’ :nﬂgewglzg?gb'e VoD system with a low per-user costis 544 make them more scalable. In this paper, we propose a VoD

We first analyze the pérformance degradation problems using system with these ca_pabilitie;. Before explaining the proposed
recently proposed VoD systems, namely batched and central- System, background information about VoD systems and some
ized-buffer VoD systems that occur during the handling of research work done by others are described.
interactions. Then a new system called theMulti-Batch Buffer Previous studies [2], [4], [5], [6], [7], [10], [11], [19] have
(MBB) system, which attempts to solve these problems, is pro- gy that the batching technique, which serves the video
posed. The proposed system handles a majority of interaction . . .
requests by scalable buffering techniques employed in the buffer start requests (VSRs) requestlr)g th? Same.VIdeo by a multicast
of the local servers and the set-top boxes (STBs). We have per-VS, can reduce the VSR and video interaction requests (VIRS)
formed extensive simulation for the analysis and performance blocking probabilities of VoD systems. One of the problems
evaluation of our proposed VoD system. The simulation results will of the batching VoD systems is that customers have to wait for
?;Qggsst[gzg_gﬁth%‘fgxo\z Is)y:;zglﬁsvery scalable and outperforms 5 \yhile hefore they can watch the requested videos. Another

' problem is that the VSR and VIR blocking probabilities in-
crease as more customers perform VCR-like interactions. This
is because when a customer issues a VIR, he is spilt from the
multicast group and has to be served by a new VS unless at that
NOMENCLATURE moment there is an existing VS delivering the same video and

playing at the required play point, and this chance is quite low

Index Terms—Multicast, performance evaluation, slip-and-
merge, Video-on-Demand.

ATM: Asynchronous Transfer Mode 2 . )
IVS: Interactive Video Stream (experiments have shown that it is less than 0.03). In particular,
MBB: Multi-Batch Buffer as more customers issue VIRs, the system will degrade to a
PVS: Potential Video Stream unicast system. Hence, special interactions handling mecha-
RSV Real Video Stream nisms are required under batching VoD systems. Section |-B
SAM: Spilt-and-Merge overviews some of the proposed mechanisms.
STB: Set Top Box The system proposed by Ammer al. [7] attempts to solve
SvVs: Source Video Stream the system degradation problem by providing discontinuous
TVS: Target Video Stream rather than continuous interaction functions. Although this
VoD- Video on Demand system uses the least additional resources compared to the
VS Video Stream systems discussed hereafter, the degradation of interactions
VSR: Video Start Requests because of this discontinuous property is not acceptable in
VIR: Video Interaction Request high quality VoD systems. In the same paper, the authors have
VVS: Virtual Video Stream proposed another system that uses an STB buffer to store
past and future video frames to provide limited continuous
l. INTRODUCTION interactions. However, the system will degrade to a unicast

system if the required frames are not stored in the buffer after
A VIDEO-ON-DEMAND (VOD) iS a netWOI‘k-based Systemperforming the interactions'
that delivers videos on demand. Other applications of VOD The Spilt-and-Merge (SAM) system proposed bystial.
systems include home shopping and broadband Internet §81- ajiows continuous interactions and reduces the number of
VSs required for handling interactions. However, the problem
Manuscript received May 16, 2002; revised January 31, 2003. is that the interaction handling mechanism of the SAM system
The authors are with the Department of Computer Science Hong Kong Ugiemands a high 10 power buffer in the access node, or referred

versity of Science and Technology, Clear Water Bay, Kowloon, Hong Korl% | | in thi In th Il of th
(e-mail: cyrus.choi@alumni.ust.hk; hamdi@cs.ust.hk). as oga servenn this paper. In the worst case, all ot the cus-
Digital Object Identifier 10.1109/TBC.2003.813435 tomersin the SAM system perform VIRs and the total number of
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Fig. 1. Architecture of MBB system.

VSs required would be equal to the total number of customers,The focus of this paper is on how to handle interaction
and this resource requirement becomes similar to that in unicesjuests in batching VoD systems, so that the benefits of
systems. In addition, the 10 workload of the buffer of the locddatching can still be maintained. The proposed system is named
server, in order to produce a VS, is greater than that of a trathie Multi-Batch Buffer(MBB) system. As its name suggests,
tional video server. This is because the buffer of the local servthis system is able to serve VSRs as well as VIRs using the
compared with the disk of video server, also has to receive thatching technique.

frames prefetched from the video server and writes them ontoThe rest of the paper is organized as follows. In Section I,
the buffer, besides reading the required frames from the buffee introduce the architecture of the MBB system. Section Ill is
and transmitting them to the customers. Thus, given the sadevoted to explaining the VSRs and VIRs handling mechanisms
number of VSs available in a video server and a local server, thiethis system. Detailed comparisons of the MBB system with
hardware requirement of the local server in terms of disk IO atite SAM and the STB systems are given in Section IV. Then,
network bandwidth is at least twice than that of the video servéne simulation results of the three systems and the discussion of

While our proposed system uses similar interaction handlitige results are given in Section V. Finally, this paper concludes
mechanism to that in SAM, it is shown in Section 11l how ouat Section VI.
system reduces the workload of the local server by effectively
using a slotted start time and the STB buffer.

Shinet al.[5] propose using the set top boxes’ (STBs) buffer
and the interactive video streams (IVSs) created from a videoThe basic system architecture of the proposed MBB system
server to handle interactions. For convenience, it is namedisashown in Fig. 1.

STB systemn this paper (they did not name it in their paper). Similar to the architecture of the unicast VoD system de-
The main difference, when compared with the SAM systeracribed in [3], the video servers of the MBB system store videos
is that the STB system uses STBs’ buffer instead of the lodalsecondary and/or tertiary storage devices [15]. The VSs cre-
server buffer to handle interactions. The STB system, similated by fetching video frames stored in the disks of the video
to the one proposed by Ammat al. [7], uses the buffer of server are called real video streams (RVSs). Similar to other
the STB to keep a window of past and future video frames batching VoD systems described in [2], [4], [5], [6], [7], the
serve interactions. If the required frames are not in the buffédBB system is operated under a network environment that al-
then the STB system handles the interaction by a free IVS alosvs multicast data delivery, thus, the RVSs and the IVSs of
the virtual video stream (VVS) created by prefetching anothére MBB system can deliver data in a multicast fashion. For
VS. The drawback of the STB system compared with the SAkkample, according to [2], the network environment can be a
system is that the additional cost of the STB buffer might keybrid Fiber Coax network running in Asynchronous Transfer
high in a large-scale deployment. Mode (ATM).

Il. THE ARCHITECTURE OF THEMBB SYSTEM
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An additional point that is worth mentioning is the multi- 4 Video playtime vs2
. el i X (mins)
casting capabilities of the Internet switches/routers in our Vo /4
system. Our system requires that the Internet switches/rout Thei:;‘:;‘;";’_\ /
have a multicasting capability. However, our system is inde jump forward \ /
pendent from the way multicasting is being handled by the: > ""‘e'ac“"”’""""""""""‘?< """"""""""
switches and routers. If the switches/routers have advanced : L
very fast multicasting capability (e.g., using hardware ASIC /,X S/
then obviously this will help the scalability and performance @ \\//
our VoD System. On the other hand, if the switches/routers re N — ;
on slow software schemes for perform their multicasting, the ’ /
it can have negatively affect the performance of our system. 2 /
The local servers of the MBB system, located between tt .7 S/
video servers and the STBs, are used to create virtual vid A VSR drives /
streams (VVSs), which are constructed by prefetching RVSs 7 i s
VVSs at the local servers'’ buffer. The main function of a VWS is ° T | | Zurrent time
to handle VCR-like interaction requests such as forward, rewir 8:50 pm 9:10pm 9:40pm
and pause. Similar to RVSs, VVSs can deliver data in a multice... 9:00 pm
fashion. While the local server of the MBB system has simil%r 2 A orah to visualize the state of the MBE svst
functions compared with the access node in the SAM systen'% - Agraphfovisualize fhe state oTihe systemm.
the name “local server” is chosen in this paper to indicate that
it has similar functions compared with a video server and itis « For simplification, in the examples and discussions here-
closer to the customer side [14]. after, there is only one local server and one video server in
Set-top boxes (STBs) are located at the customers’ side. Be- the MBB system.
sides the basic hardware components in STBs described in [3],
the STBs of the MBB system have an additional buffer space for
prefetching RVSs and VVSs. This buffer can store several min-
utes of video frames and can be either a hard disk or RAM. TheThe working mechanism of the MBB system can be divided
cost of this buffer is affordable compared to other system conmto two parts: The handling mechanism of the VSRs and that of
ponents. For example, a 5 minutes MPEG-1 compressed vidd&s, which are explained in Sections IlI-A and Section I1I-B
of play rate 1.5 Mbps requires about 56 MB space of storagespectively. Fig. 2 introduced in [7] is used in this paper to help
which costs around US $100 in year 2000 if it is stored in RAl¥eaders understand how VSRs and VIRs are handled: Etxés
and much less than that if it is stored in a hard disk. The virtuahd they-axis represent the current time and the current playing
video stream created from this buffer is called an STB-VV$ocation or playtime of a VS, respectively. The figure shows that
The STB-VVS, is not like the RVS and the VVS, which deq customer sent a VSR at 9:00 pm, and was served by VS 1 at
liver video frames via the network, it just exists logically an@:10 pm. Later, an interaction request from the customer jump
represents the current playing location. In case a customer d#gn playpoint 20 minutes to 50 minutes. To serve this request,
not have an STB, then the system will transfer the STB fung-vs |ogically starts as 8:50 pm but physically starts at 9:40 pm
tionalities to the closest storage of the customer side. Thisjdscreated, and they are referred to as logical and physical start

similar to the way it is being handled by the SAM system. Qfmes respectively. The start time of a VS refers to the logical
course, this will have a negative effect on the customer’s int&frt time of this VS unless specified.

action response.
As can be.seen from this description, this architecture As The Handling Mechanisms of the Video Start Requests
based on a hierarchy of storage devices. Further performal %Rs)
improvement by increasing this hierarchy of storage devices,
like caching techniques in computer systems, depends on manip brief, the main difference in handling VSRs between the
factors such the size of the whole VoD system, size and accb48B system and other batching systems is on the start time
speed to the storage devices, and speed of the transmissialgulation of a new RVS. Some terms are defined here for clar-
links. ification. T, denotes the batch time. A VS playing the video re-
For simplicity, only two local servers and one video servequested by a VSR or a VIR, or playing the same video of another
are shown in Fig. 1. However, this does not mean that the MBES is termed gotential video streanfPVS) of that request or
system is limited to this configuration. The MBB system caaof that VS. And according to whether the VS is waiting for the
has 4 different number of video servers, local servers, but trequests or it is serving the customers, the VS is in the reserve

I1l. THE WORKING MECHANISM OF THEMBB SYSTEM

following points should be emphasized: state or in the operation state. In the following examples we set
« All RVSs generated by the video server are broadcasta to be 10 minutes and the arrival time of the VSR that we are
all local servers. interested in is 9:00 pm.

« All the local servers work independently. Thus, the VVSs Case I) A PVS of the New Arrived VSR is in the Reserve
created from a local server only serve customers under thitate: When a VSR arrives at the video server, if there is a PVS
local server and the VVSs are not broadcast to other loadlthe VSR in the reserve state, the customer will join this PVS
servers and their customers. and it will become the target video stream TVS of this request.
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Fig. 4. Case ii) A PVS exists in operation state.
Fig. 3. Case i) A PVS exists on reserve state.
Video Play
. . Time (mins)
Note that the PVS begins not earlier tHEp from now, other- A
wise, the VS is already in the operation state. This VSR and the VS o
VSRs grouped by the batch group of the TVS will be served to- //
gether by the TVS at the scheduled start time. The start time of yd
a VS is determined when the VS changes from the free state to /
the reserve state, and is described in Case ii). The VSR
Case Il) All the PVSs of the New Arrived VSR are in the Op- arrives e
eration States:If there is no PVS of the newly arrived VSR in T e
the reserve state but there is at least a PVS of the VSR in the op- Y b / _
eration state, then a free RVS is required to serve the VSR. If the Current Time

9:00pm 9:10 pm

free VS is available, it is put into the reserve state, and sched-
uled to start at time« T, after the PVS that has the largest staftig. 5. case iii) No PVS exists.
time, where is the smallest integer such titae start time of

the last PVS+i « Tp, >= the current time. For example, if ons are experimented in the simulations in Section V. Brief

T4 is 600 second or 10 minutes, the start time of the last P\ascriptions about how to handle other types of the interactions
is 8:45 pm and the current time is 9:00 pm, theequals to 2 5, given in Section I11-C.

and the RVS will be scheduled to start at 9:05 pm. This startz) The Working Mechanisms of the Buffer of the Local

time allocation scheme is referred to as the slotted start time 8k ers and the STBSFhe buffer located at the local servers
location. The reason for using this time allocation is to ensUgg,q the STBs are important components in the MBB system.
the start time separation between all the PVSs of all VSRS gfepyief, the functions of the buffers are to fetch the required
integral multiples off’s. This enhances the MBB system perforyigeq frames from VSs called Source VSs or SVSs, store these
mance during the handling of the VIRs, and detail explanatiofg mes in the buffer, and send these frames to the customers
will be given in Section IlI-B. _ o later. The SVS plays the same video of SVS but with greater

Case lll) No PVS of the New Arrived VSR is in the Systéim: |, gical start time, and the logical start time difference between
none of the above cases hold, then there is no PVS of the neWm cannot be greater than the size of the buffer unit. The
arrived VSR in the system, and a free RVS is required to serég g yses the whole buffer while the local server uses part of its
the VSR.. This RVS is p'ut in the reserve state, apd scheduled,i@er space to cache the VS. The VS created by the buffer is
start at timeT’. If there is no free RVS, the VSR is blocked.  c4jied virtual VS or VVS. The time period when the buffer only

) . . fetches the video frames is called fhrefetch stageAfterward,

B. The Handling Mechanisms of the Video Interaction the buffer, not just fetches the frames from the SVS, but also
Requests (VIRs) delivers the stored frames to the customers, and the buffer is in

1) A Classification of Video InteractionsAccording to the theoperation stage
classification in [2], [5], interactions can be classified into the 3) Detail Handling Mechanisms of the Video Interaction Re-
following types: Play, resume, stop, pause, jump backward agdests (VIRs):The VIR handling of the MBB system can be
forward, fast forward and rewind, and slow motion. All of theclassified into three types according to the position of the SVS of
functions of the above interactions are self-explanatory excepée VIR being found: Iy r ¢ <= TLstpvuffers 1) Lstpbuffer <
for jump forward and backward where the playpoint is changéd; s <= T and lll) Ty; sy > Ty, WhereTy; ¢ is the start time
from the original location to the new location instantly, while fodifference between the SVS and the TVS of the VIRpu # fer
fast forward and fast rewind the viewers can watch the intermisthe length of the video frames the buffer of the STB can hold,
diate frames which are shown at a faster speed. For simpliciydZ} is the batch imels;yp. £ 7o IS @ System parameter, which
only jump forward interactions are illustrated in the examples set to7;/2 in the examples below, and is settp and7; /2
hereafter, and only jump forward and jump backward interait the simulation experiments in Section V.



182 IEEE TRANSACTIONS ON BROADCASTING, VOL. 49, NO. 2, JUNE 2003

aVYiden Play time Tdif o= Tmbumar l Mve
(545)  Tvs
// ; //)\
RVS1
2] “he STB buffer e Tdiff ,/< /’
starts to prefetch \ / / /
PvS1. - / Y g
PT e o \/ Served by the STB-WWS.
start H /
7 o~
3) "he IVS released. ~ — Al /<
AWVVS STB-WWS, ——A
created fram the STB // ;7 N Served by the VS
bufer continues to sere T ' fortime = ¢
the rLstrmer Lfil ,  interaction 7
another interaction or a
the end of the playbaek. ' ’ ~— |) A customer issues
) o // a jurrp forward
// e // intcrzction which
s jumps to T, .
}‘Tb‘ . / Ja ﬂeE interaction
| . ! Current Time
TVS-8T 3 ",
PY81-57 R¥S1-5T The VIR The V3

occurs releases

Fig. 6. Case i) A handling of a jump forward interaction.

Case |.Tyirr <= Tstvbuffer @NAd Totppufrer = Th/2: AS After time T,,sq4:5f, When the STB buffer has prefetched
shown in Fig. 6, the customer served by RVSI issues a jurepough data and the I\ can be released. And after time
forward VIR that can be handled by the TVS starting &fusr — T, the IVS,,s can be released also. At this stage, the
TVS-ST. However, the probability of the existence of this V$iteraction handling is completed.
is very low, thus the majority of the VIRs cannot be handled The main difference in the handling of the VIR compared
in this way. with case i is that a VVS is created from prefetching a PVS of

If such VS does not exist, then the system tries to handle t#h¢ VIR in the local server (SVS-L), and uses this VVS to act
VIR by a VVS, and as stated in the condition, the SVS was fouf§ the SVS of the STB-VVS created from the STB buffer. The
and started not greater thd/2 from the start time of TVs, handling mechanism of this case is similar with case i. And as
TVS-ST. As the time difference is not greater than the size B¢ VVS is a multicast VS, it can be the SVS of more than one
the buffer of the STB, a VVS called STB-VVS can be createq | B buffer or of the local server buff_er. The difference between
from the STB according to above buffering mechanism. |SVSI and SVS";] IS tﬂat tr;]e SVS-L is used as an SVS for the

Since during the prefetching stage, the STB-VVS cannot prr?—ca server (rather than the STB).

vide the required video frames to the customer, the system trieéo‘nOth('}r difference compared with the previous case is that in

to allocate another VS from the video server called the Interateoc, the system requires two IVSS: one serves the customer

tion VS or IVs to serve the customer during this period. Aftephich holds for imef’,,..a; ¢, and another one serves the VVS
. ) . which holds for timeT, /2. The reasons for allocating an extra
the prefetching period, the IVs will be released and the custo

will be served by the STB-VVS until the customer issues a ?/rS serving the VVS although no customer is served directly in

) VVS are: 1) the IVS serving the customer can be released ear-
other VIR or reaches the end of the playback. If no IVs is avaj er, and 2) the VVS can handle other VIRs during the prefetch

ablein tr_l_c_a system at that moment, the VIR is handled accordig&ge of the local server buffer unit. The advantage compared
to case il. with using only one IVS is that the IVS holding time can be
Case II. Tswpusrer < Taigs <= Tp and Tswpusrer =  shortened if another VIR requires the VVS during the prefetch
T,/2: In case ii, where the start time of PVS (PVS1-ST) I3tage of the buffer unit to be the SVS of another VVS or the STB
started earlier than TVS (TVS-ST) is greater than the size gfifer.
STB buffer. And using only STB buffer cannot serve the user. gjotted start time ensures that the time difference between the
An extended method of case i is used in here. RVSs is multiples off}. In addition, the logical start time of
When the user issued the VIR and requesting a VS with stays is 7; /2 after the logical start time of the SVS. The separa-
time at TVS-ST to serve him, an IVS (I\(3) is allocated by tion between VSs (RVSs and VVSs) is uniform and multiples of
the system to serve him far,,.q4i ;s At the same time, a VVS T, /2. This increases the chance of finding a SVS for handling
is created from prefetching the PVSI and an IVS (J¥g is the VIRs. In particular, as shown in the simulation result (Sec-
used to support this VVS during the prefetching time. The STi#n V-C-1), the MBB system has a higher availability of SVS
buffer prefetches VS from this VVS. compared to SAM system.
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Fig. 7. Case ii) A handling of a jump forward interaction.
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Fig. 8. Case iii) A handling of a jump forward interaction.

If the system fails to find two IVSs before the start of th&kVS is required to handle the VIR. If no RVS is available, then
prefetching in the buffers or there is no free VVS in the locdhe request is blocked.
server buffer, the VIR is handled according to case iii.

Case IIl.Ty;5¢ > Ty: If the above two cases do not hold ofC. The Handling Mechanism of Other Types of VIRs
because lack of resources, the VIR is handled by case Ill. In thisFor other types of interactions, the difference in how they are
case, the VIR is handled by a free RVS, which is allocated in tiendled compared with the jump forward interaction is on the
video server and its start time equals to the TVS-ST. And onlyay the corresponding TVS-ST is computed. For example, for
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jump rewind interaction, the TVS-ST equals to the start time of In the simulation section, an improved version of the MBB
the original VS plus the jump backward time. In addition, thergystem called the Ml system is examined. The difference com-
is a minor difference on the calculation of TVS-ST for fast forpared with the MBB system is that in the MI system 1) the im-
ward/rewind interaction because for these interactions internmroved VSR handling is used; and 2) The size of buffer unit of
diate frames are shown during the holding period of the buttogcal server and the size of buffer of STB is changedjtoAs
Thus, the TVS-ST is known after the user releases the buttshpwn in Section V, the Ml system uses fewer resources than
while the intermediate frames are supplied by an IVS. After thhe MBB system.

user releases the button, the calculation of the TVS-ST is the

same as that of the jump forward/rewind interactions. After the IV. COMPARISONS OF THEMBB SYSTEM WITH

system knows the TVS-ST, it handles all of the VIRs by the OTHER SYSTEMS

same method used in handling the fast forward interaction. A. Comparisons Between the MBB System With the SAM

D. Resources Reclamation System
The resources used during the handling of the VIRs are re-1he difference between the proposed MBB system and the

claimed after the customers release the VSs, which occurs wiifV System in handling VSRs is that the MBB system ensures
the customers issue another VIR or the video reaches the enfféf the time separation between PVSs is an integral multiple
the playback. In brief, the MBB system checks whether the rgf the batch time. As will be explained in Section V, this can
leased VS can be free or not. If it can, the V'S and its associatB@rease the probability of finding an SVS when handling VIRs.
resources (for example, the buffer space used), if there is any, HRwever, the side effect is to shorten the batch time and this
also freed. Then, the system takes the SVS of the released§guces the number of requests that can be served per batch.
as input and repeats the same procedure again, until the SV is shown in detail in Section V.

the released VS does not exist, which implies the VS is a RvS, The MBB system handles the VIRs by two levels of buffers
which aim to solve the high workload problem of the local server

E. Variations of the MBB System buffer in the SAM system. In the MBB system the local server

The mechanism described above is the general frameworlCgffer ill not degrade to the same scenario as in unicast sys-

the MBB system. The following points describe some furthdfMS Pecause at mosideo length of a videgT'’,, number of
enhancements of this system. VVSs are required to handle all the VIRs requesting the video.

The VVSs created from the local server, besides SerVingAIthoughthe MBB gystem_requires additional buffer space in
VIRs, can serve VSRs also. When a new VSR arrives, if thetec STBs, that buffer is required anyway to ensure the smooth-
is a VS (RVS or VVS) that started no more th#p earlier and ness of_play back and the workload of the STB in the MBB
delivering the same video requested, then the VS is usedsSystemis low because the bu_fferof the S.TB needs to serve only
SVS, and a VVS is created from the local server and begins38€ customer. Thus, the additional cost is low.
prefetch afl’, after the start time of the VS. At that moment arE3
IVS is also created to serve the customers during the prefetch
stage, which lasts for tim&,. After time T}, the buffer has ~ The STB system uses the same VSR handling mechanism
prefetched enough frames and the IVS is released, and @ie¢he SAM system. Thus, the comparison of MBB system
VVS serves the customers until the end of the playback. THéth STB system on VSR handling is similar to that with SAM
procedure can be cascaded because the VVS, which us&ysiem and is not repeated in this section. The main difference
RVS as the SVS in handling VSR, can be used like SVS Retween the MBB system and the STB system in handling VIR
hand"ng another VSR that arrives at a later time but no moi%that the MBB system uses an extra centralized buffer located
than7,. The whole procedure is referred to as the improvedi the local server to assist in handling the interaction requests.
VSR handling mechanism. The advantages are:

In Section 11I-B, the size of the buffer unit of the local server 1) Reduces the size of buffer of STB and the total buffer size
and the size of buffer of the STB is configuredia$2. The sizes required. In an STB system the size of the buffer of STB
of the buffers can affect the system performance. If the sizes of is T, while in MBB system the size is a fraction @f.
both buffers are enlarged g, the number of the VVSs required In the above examples, the size of the buffer of STB in an
in the VIRs handling are decreased, but the number of the IVSs  MBB system is set td@; /2. While an extra buffer in local
used is increased. If the sizes of both buffers are reduced to, serverisrequired in MBB system, the required size of the
for exampleT;, /3, then the IVS holding time is reduced, at the extra buffer is not great and is shared by a large number of
expense of increasing the number of the VVSs required in the  customers. According to the simulation results, the total
buffer of the local server. size of buffer used in an MBB system is lower than in an

For the less popular videos, only a smaller number of cus-  STB system.
tomers is watching them, and it might be better to serve these2) Decrease the holding time of IVS. The holding time
VSRs immediately by RVSs. In this way, the startup delay can  of IVS is the same as the time difference between the
be eliminated, and the same VS, instead of extra resources, can SVS and the required VS. The VVSs in our system
serve the VIRs of these customers. Overall, the system can save decreases the time separation between them. Hence, the
the resources used in the handling of the VIRs and reduce the holding time of IVS is reduced. As our simulation results
VIR blocking probability due to the lack of resources. indicate, the requirement of IVS is linearly proportional

Comparison Between the MBB System and the STB System
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to arrival rate. And the unavailability of IVSs means a The Number of RVSs and IVSAs indicated in Section V-B,
RVS is needed to handle the request. Decreasing e simulator tests the performance of the system with different
holding time of IVS helps reduce the interaction blockingombinations of RVSs and IVSs. The ranges of RVS and IVS
probabilities. allowed are 50 to 300 and 25 to 200 respectively.
The VSR Arrival Rate:The VSR arrives in a uniform distri-
bution, and VSR arrival rates used in the experiments are 60, 80,
V. SIMULATION RESULTS 120, 180, 360 and 1200 reqg/hr. These arrival rates are chosen to
) ) _ ) ~ represent the low, medium, or high load situations. Note that in
A simulation program written in C++ and based on Sim+§actice the VSR arrival does not follows a uniform distribution,
[9] is used to model the customer behaviors and the workig the effects of different distributions on the testing systems
mechanisms of the VoD systems, and to observe the differgft; serve vSRs using batching approach should be more or less
system performance indicators to compare their capabilitigss same as the one of uniform distribution.
under different areas. The video population distribution and The Length of Videos and the Simulation Tin&he length of
the customer interaction model used in the simulation expefy \igeos s two hours, which is a standard length of movies. The

ments are similar to the ones presented in [2]. The Simu_lat_ignnulation experiments are run for four hours and this represents
experiments compare the MBB and the Ml system (a Va”at’\'/?ﬂe peak hours from 19:00 to 23:00

of the MBB system described in Section IlI-E) with the SA

and the STB system as a function of the VSR and VIR blocki minutes in all the svstems

probabilities, the reasons of those blocking, resources usage, . puffers of Iocalyserver.s and STBs. and the number of

like the number of RVSs, IVSs and VVSs used, and the sp : ' . .

used in the buffer of the local server and the STB. Basaé%;/Ss in local servers need also to be 15 taken into consider-
- ation.

on these results, the system that uses the minimum resource]%

and achieves certain blocking probabilities requirements cgn the simulations, for the SAM, MBB and M| sygtem, the
be found. uffers of the local servers can cache 50 hours of video frames

which corresponds to 33 GB if the videos are encoded with
) ) MPEG 1 (1.5 Mbps) quality, the maximum number of the video
A. Simulation Parameters streams delivered by the local servers’ buffer is 300, and the

The parameters used in the experiments affect the perfgw‘fer unit can hold 5 and 10 minutes of video frames in the
mance of the systems. The main parameters are describ#@B system, and the SAM, STB and MI systems respectively.
below: For the STB buffer, it can hold 5 minutes and 10 minutes in the

The Video Population DistributionThe video population MBB system, and the Ml and STB systems, respectively.
distribution used in the simulation experiments follows the
Zipf distribution, which is commonly used in related paper$3. Simulation Procedures

and can model real scenarios accurately well [2], [], [7]. The 1g oy of the simulation analysis in this paper is on finding
formula for generating the Zipf distribution in the simulatog, ,t the minimum cost or the minimum required resources in
is S x log(i), wherei is a random variable anl < i < 1, gach of the systems to serve a given number of customers and a
and S represents the skewing factor of the Zipf distribution:etain video distribution under the same QoS requirements. To
In a real environment, the value &f is unknown and varies gchjeve this, the following procedure is used:
from time to time. If 80/20 rule is used (this means 80% of o each system, different configurations, which are combi-
customers select the top 20% of the videos), then the valueftions of the basic resources used in the systems such as RVS,
§ is around 4 to 5. In the simulation experiments, the testgds \/vs and STB-VVS, are examined. Then, the actual usage
values ofS are 1, 4, and 10, and this can represent the higl these resources and the QoS measurements like the VSR
(100/20), medium (80/20) and low (50/20) video probabilitiegjocking probabilities and VIR blocking probabilities are mea-
distribution respectively. sured in each configuration under each of the tested arrival rates
The Video Interaction ModelingThe customers interactionsand video distributions. For each of the tested arrival rates and
behaviors are difficult to predict, therefore a complete model\gdeo distributions, the configuration reaching the QoS require-
difficult to construct. A number of papers such as [2] choos@ent and having the lowest resources requirement, or the lowest
the following model: After a video started playing, the customefost, in each of the systems is selected to represent the per-
watches the video for an exponential amount of time with meagrmance of this system in this case. The system performances
m, then the customer performs either one of the allowed interas-the tested arrival rates and video distributions are plotted in
tion requests with probability or continues to watch the videocharts.
with probability1 — p. The length of interactions follows a cer- As different configurations have different amounts of
tain distribution (e.g., uniform distribution). After the interacresources used and the cost of each resource is different,
tion is completed, the same procedure repeats until the enccofputing the exact total resource used or the total cost of each
video. In the simulation experiments of [2] and this papeis configuration is difficult. Since finding this cost is difficult,
set to 30 minutegy is set to 0.75, and the length of interactionan alterative approach is to find the cost relationship between
(jump forward and jump backward) is 1 to 1000 seconds whithem and to compare the total cost of each configuration by
follows a uniform distribution. converting them to the same unit. To achieve this, the cost per

The Batch Time:In the experiments, the batch time is set to
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Fig. 9. SAM vs. MBB system, 0% VSRs and VIRs blocking probabilities.
Fig. 10. SAM vs MBB system, Effective Batch time.

RVS is selected as the unit and the following approximatior< 9
are used: SAM ot

1) The cost per RVS is approximately the same as IVS.

2) The cost per RVS is approximately the same as VVS.

3) The cost per STB-VVS is negligible.

4) The cost per RVS, IVS, VVS, STB-VVS is constant. 7r

In practice, only approximation 1 is more likely to hold.
But the other approximations are good for a first degre
approximation.

As limited by space, only the simulation results that can rest ‘s
with 0% blocking probabilities of VSRs and VIRs are listec 8
for comparison. Simulations have been carried to allow 1% ai §
5% of VSRs and VIRs. The difference between the compari & 4 |
systems is similar to the case with the 0% blocking probabilitie
of VSRs and VIRs. 3l

VSR

C. Simulation Analyses

1) The SAM System vs. the MBB Systd#ig. 9 shows the
minimum resource requirements of the SAM and the MBB sy . .
tems with no blocking in handling VSRs and VIRs under dif 1 60 80 120 180
ferent arrival rates and video distributions. It is clearly show Arrival Rate (reg/hr) (in log, scale)
that the MBB system requires lower resources in all the cases.

Because of limited space, only the total resource used is shovigi11. SAM vs MBB system, Average number of VSRs handled by a RVS.
in the figures.

Fig. 10 shows the effective batch time of both systems. Tleestomers, this implies fewer resources are used in the MBB
effective batch time equals the average waiting time of the custstem. Due to limited space, the figure lists the comparison
tomers. From the system point of view, the longer the effeander a single arrival rate only, but similar result holds in other
tive batch time is, the more customers can be grouped per R\&&ival rates.

Fig. 11 proves this is correct. Both figures imply that the MBB The reasons for why there are more VIRs being handled by
system requires more resources in handling VSRs than the S&RMSs in the SAM system are shown in Fig. 13. The figure shows
system. However, as shown in Fig. 12 the way in which the VIRBat in the SAM system a number of VIRs not able to allocate
are handled affects the overall system performance. VVSs, while given the same size in the local server buffer, for

According to Fig. 12, which lists out how VIRs are hanthe MBB system all of the VIRs can get VVSs if required. In
dled in both systems, the MBB system handles more VIRs lgdition, for the SAM system there is a higher chance that the
VVSs than the SAM system. As a single VVS can serve mar8VS is not available. Note that the higher availability of the SVS
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Fig. 13. The reasons why the VIRs are not handled by VVS in the SAM and MBB system at arrival rate 360 request/hr.

in the MBB system is not due to the higher number of VSs iare enlarged so that fewer numbers of VVSs are required. Fig. 15
the system. In fact, it can be shown that the number of RVSkows that a larger number of VSRs can be served by VVSs in-
and VVSs used in the MBB system is lower than in the SAMtead of RVSs. If the cost per VVS is cheaper than that per RVS,
system. The higher availability is due to the slotted start tinteen the required cost of the Ml system is lower than that of the
allocation scheme. MBB system.
One of the differences between the architecture of the STBFig. 16 shows the minimum resource requirement of the STB
system and the MBB system is the size of the STB buffer. In tlsgstem and the MI system with no blocking.
STB system the size is doubled compared with that of the MBB At a first glance according to Fig. 16, the STB system requires
system. To have a more fair comparison and to further enharieeer resources than the Ml or the MBB system. However, the
the MBB system performance, the variation of the MBB systefollowing points should be noticed:
described in Section IlI-E called MBB-Improved or Ml system The total resources used is an estimated value since the cost
is used for the comparison with the STB system. of the VVS is believed to be lower than that of the RVS. Thus,
Fig. 14 shows that the MI system has lower resource requitbe approximations are not accurate enough.
ment compared to the MBB system. This is because some VVSd he main difference between the Ml and STB systemis in the
can serve VSRs and VIRs. Although the VVSs are used to senge of the VVSs in the handling of the VSRs and VIRs in the Ml
VSRs as well as VIRs, the buffer of local server and the STBystem. Since in the MI system the VVSs can be used to handle
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Fig. 15. Percentage of VSRs handled by VVSs in MI system with zero
blocking probabilities. by adding more resources. Table | shows that for an arrival rate
of 360 req/hr and video distribution ¢f = 4, the percentage
the VSRs and the VIRs only if both the SVS and a free IV8f the VIRs that fail to find the SVS is lower in the Ml system
exist, but in the STB system the RVSs can be used to handle than the STB system.
VSRs and VIRs under any condition and without the existenceln Table I, although having a higher VSR and VIR blocking
of IVS. If the assumption, in which a RVS and a VVS equals tprobabilities, the Ml system still handles the VIRs better than
one resource unit holds, then for lower resource requiremetite STB system. For example, a larger percentage of the VIRs
RVSs are more favored than VVSs. If the assumption does rase handled by the VVSs and fewer VIRs are handled by RVSs
hold, as shown in Fig. 17, the resource requirement of the i the MI system. Although the MI system has higher blocking
system can be lower than that of the STB system. probabilities, the result still implies that the MI system handles
Since the VIRs can be handled by VVSs only if SVS is avaithe VIRs in a more scalable manner than the STB system.
able, and there is at least one free VVS and IVS. A key indicatorAs the cost relations between RVSs, VVSs and IVSs are not
of whether the VIRs can be handled by VVSs or not depends onderstood clearly, whether the cost of a RVS is higher than that
the availability of SVSs because this is not controlled directlgf a VVS is unknown. In the following part, a new assumption
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TABLE |
Estimated | RVS | VVS | IVS | Blocking probabilities | % of VIRshandledby | NoIVSs [ NoVVSs | NoSVSs
total of
TesOurces
VSRs VIRs VVS RVS
STB | 300 27 |0 73 | 0% 0% 80% 20% 0% 0% 20%
M | 292 150 | 50 R | 7% 5% 84% 11% 0% 7% 10%
30%
Ono WS
o0% Bno V5
Qno VS
L1 %]
10%
IR
RN X N3N X s
D% t O ; S : - ; - +
Ml S=1 5T S=1 MI S=4 STB S=4 MI S=10 STB S=10

Fig. 18. The reasons why VIRs are handled by RVSs in the STB and MI-5 system at arrival rate of 360 reqg/hr.
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) Fig. 20. STB vs MBB system, Total buffer space used.
Fig. 19. SAM vs MBB system, Total buffer space used.

VoD system, then the MI system should be more favorable than
is used—the cost of five VVSs equals to the cost of a RVS. Thise STB system, and vice versa.
assumption is chosen because at this ratio the MI system ha$his hew assumption affects only the calculation of the total
a lower resource requirement than the STB system in the testegources in the SAM, Ml and MBB systems but not the STB
arrival rates and video distributions. Notice that this assumptisgstem, because the STB system uses no VVS. In the following,
should be viewed like this: If the cost of five VVSs is lowetthe MI-5 and SAM-5 system is used to evaluate the systems that
than the cost of a RVS in a particular implementation of aise the new assumption in the resource calculation.
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(71

Fig. 17 shows the lowest resource requirement of the STB

system and the MI-5 system with zero VSR and VIR blocking [8]
probabilities. As is clearly shown the MI-5 system performs
better in all the tested arrival rates and video distributions. ()
Fig. 18 shows the reasons why VIRs are handled by RVSs in
both systems. (10]

D. Buffer Utilization

Fig. 19—Fig. 21 shows the total buffer space used in the local1]
server and STB. For nearly all the cases, the MBB system re-
quires lower buffer space than the SAM and STB system. Du@2]
to alarger number of VVSs used, the MI-5 system requires more
buffer space than the STB system.

(13]

VI. CONCLUSION [14]
In this paper, a scalable batching VoD system with a low(15]
per-user cost called the MBB system is proposed. The MBB
architecture attempts to solve the system degradation problefs)
that occurs during the handling of interactions in unicast systems
and other proposed batching VoD systems. In the simulati0ﬂ7]
experiments, the effects of arrival rates, video population dis-
tributions and different combinations of system resources on
the performance of the SAM, STB and MBB systems ard18l
investigated. In particular, their effects on the VSR and VIR
blocking probabilities, start-up delays of customers, number
of VSRs grouped per RVS, required size of the buffer of the19]
local servers and of the STBs, and the minimum resource
usages to achieve zero blocking probabilities, of the testegq
systems are analyzed. The simulation experiments demonstrate
that the performance of the MBB system is better than thal?l!
of the SAM system, and this enhancement is mainly due Qo
the help of the STBs buffer in the MBB system. Comparing

IEEE TRANSACTIONS ON BROADCASTING, VOL. 49, NO. 2, JUNE 2003

the performance of the MBB system and MI system with that
of the STB system, we find that the higher probabilities in
finding the SVSs and the handling of the VSRs by the VVSs
instead of the RVSs in the MBB and MI system can give
tremendous benefits to the system.
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